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Abstract—Optimizing processors for specific application(s) can substantially improve energy-efficiency. With the end of Dennard scaling, and the corresponding reduction in energy-efficiency gains from technology scaling, such approaches may become increasingly important. However, designing application-specific processors require fast design space exploration tools to optimize for the targeted application(s). Analytical models can be a good fit for such design space exploration as they provide fast performance estimations and insight into the interaction between an application’s characteristics and the micro-architecture of a processor.

Unfortunately, current analytical models require some micro-architecture dependent inputs, such as cache miss rates, branch miss rates and memory-level parallelism. This requires profiling the applications for each cache and branch predictor configuration, which is far more time-consuming than evaluating the actual performance models. In this work we present a micro-architecture independent profiler and associated analytical models that allow us to produce performance and power estimates across a large design space almost instantaneously.

We show that using a micro-architecture independent profile leads to a speedup of 25× for our evaluated design space, compared to an analytical model that uses micro-architecture dependent profiles. Over a large design space, the model has a 13% error for performance and a 7% error for power, compared to cycle-level simulation. The model is able to accurately determine the optimal processor configuration for different applications under power or performance constraints, and it can provide insight into performance through cycle stacks.

I. INTRODUCTION

Over the past few decades, computing energy-efficient gains came primarily from improvements in process technology. Every new process generation gave smaller transistors, which resulted in faster switching speeds and also lower energy, due to proportional voltage reductions. Taken together, this resulted in an almost constant power density, as Dennard predicted [1]. However, threshold voltage scaling limitations and an increasing fraction of leakage power have ended this trend. Future process generations are not expected to deliver significant energy-efficiency by themselves. This change places the burden of improving energy-efficiency in the hands of the architects, who have to figure out how to use the transistors more efficiently.

One way of improving energy-efficiency is to design application-specific processor cores [2]. Application-specific cores are tailored to specific application(s), by removing or reducing all components that are not used, or under-used, by the application(s) (e.g., smaller caches or a narrower pipeline), and/or enlarging and adding components that benefit the application (e.g., accelerators). Embedded processors are a typical use case for application-specific processors, because they execute a limited set of applications and can be tightly optimized. However, general-purpose processors can also benefit from application-specific processor design by only turning on functionality when it benefits the current application(s). This is particularly intriguing with the advent of dark silicon [3], which states that only a limited area of the chip can be powered up at a given time. To make effective use of such a chip, we can build a range of application-specific sub-processors, and only activate the one(s) tailored to the current workload, thereby achieving better efficiency.

However, designing optimal application-specific processors is challenging due to the huge design space. The architect has to determine the optimal pipeline depth and width, the sizes of the internal buffers (reorder buffer, load-store queue), the sizes of the caches and the number of levels, the memory bandwidth, etc. All of these parameters have an impact on performance and power consumption, and all are dependent on the characteristics of the application(s). This means that the detailed design process needs to be repeated for each application. To enable such designs, we need a tool that can quickly evaluate large design spaces to find interesting regions that can then possibly be explored with detailed simulations.

Analytical performance models are an excellent fit for pruning large design spaces because they use analytical formulas to produce performance estimates based on application characteristics enormously faster than simulation. However, current analytical models require inputs that depend on both the application and the micro-architecture (branch miss rates, cache miss rates, and memory-level parallelism). The micro-architecturally dependent application inputs are a function of both the application and the underlying architecture, and must be profiled for every configuration of the cache and the branch predictor, meaning that an application needs to be profiled multiple times. Because profiling is the most time-consuming step of using analytical models, the number of profiling steps needs to be limited, and should be ideally done only once per application. In this paper, we present an analytical performance and power model based on purely micro-architecture independent application profiles, enabling the evaluation of a full design space with only one profiling step.

In particular, we make the following contributions:

- We discuss the changes to the original interval model [4], which was developed to model an Alpha processor, in order to accurately model contemporary Intel processors.
• We incorporate previously proposed micro-architecture independent models to estimate cache miss rates and branch miss rates, and evaluated the impact on the accuracy of the model.

• We propose a new model to estimate memory-level parallelism (MLP) based on a micro-architecture independent application profile.

• We propose a mechanistic power model to quickly estimate the power and energy consumption of a processor.

• We implemented a fast Pin-based profiler that records the required profile.

• We show that the resulting model is accurate and fast enough to enable the efficient exploration of large design spaces.

We will first cover prior work on modeling processors for design space exploration (Section II), and then introduce the extensions to interval modeling to enable the use of micro-architecturally independent profiles to model contemporary processors, branch predictors, arbitrary memory hierarchies, MLP, and power (Section III). To analyze the effectiveness of these enhancements, we compare the results from the new micro-architecturally independent interval model to detailed simulation for both accuracy and speed (Section IV), and explore how we can use these new fast models for broad design space exploration (Section V).

II. RELATED WORK

Analytical Models: Early computer architecture research often used analytical models to evaluate their proposal. However, as designs became more complex, and available computing power increased, researchers switched to detailed simulations. Yet in the last decade this trend has begun to reverse as the community has realized that detailed simulation is becoming prohibitively slow with increasing parallelism, and, that while detailed, it provides little by the way of insight. These trends have led to a resurgence in the use of analytical models as a means to provide fast predictions and insight.

Empirical Models: One approach uses empirical models that are automatically built from a training set, e.g., through regression [5] or artificial neural networks [6]. These models are based on the premise that current processor micro-architectures are too complex to model, but that through machine learning we can calibrate a generic model to faithfully reproduce their behavior. Empirical models are easy to build and can be fairly accurate, but they need a non-negligible training set, requiring many slow simulations. Furthermore, they can suffer from overfitting or limited generalization if the training set is not diverse enough and need to be built for every (set of) workload(s). Such models rarely provide much insight into the mechanisms of a processor and why a certain application has a given performance on a given configuration.

Mechanistic Models: Another approach is mechanistic modeling, which builds on simplifying assumptions and first-order effects, observed by studying the flow of instructions through the processor pipeline. Such mechanistic models are generally less accurate than empirical models, and do not model the whole processor in detail. However, while mechanistic models have limited detail, they do reveal how the program interacts with the micro-architecture through mathematical formulas upon which they are built. This underlying simplicity allows them to provide more insight in the performance bottlenecks of a program or a processor, e.g., by building CPI stacks [7] or by analytically providing sensitivities to various parameters. A first approach to model a superscalar out-of-order processor with mechanistic models was made by Karkhanis and Smith [8], and was further refined by Eyerman et al. [4] into today’s interval processor model. Chen and Aamodt [9] extended this work by adding prefetching and a more accurate memory model.

An intermediate approach is to use an intuitive mathematical model, where some of the parameters are determined by fitting results of a training set. This approach tries to combine the accuracy of empirical models with the insightfulness of mechanistic models. Examples include Hartstein and Puzack [10] model of pipeline depth and width, and the mechanistic-empirical model by Eyerman and Eeckhout [11] to build CPI stacks using existing hardware.

Mechanistic models consist of two phases: application profiling and performance estimation. Profiling is usually the most time-consuming step, as the instructions of the application need to be analyzed to obtain the application characteristics required by the mathematical model. One drawback of current mechanistic models is that some characteristics are obtained by simulating parts of the processor (micro-architecturally dependent inputs), such as the cache and the branch predictor. Although these simulations are faster than fully simulating the processor, they need to be redone for every configuration of the cache hierarchy and the branch predictor to be simulated. We tackle this problem in this paper by proposing a single micro-architecture independent profiling step that enables estimating performance and power consumption of a large processor design space.

Interval Simulation: The interval simulation technique [12] combines the profiling and modeling into a single step, thereby enabling fine-grained performance estimations. Interval simulation models the timing of individual instructions, such as memory operations, enabling the fast and accurate simulation of a multi-core processor with shared memory components. The difference between interval simulation and the interval model is that interval simulation needs to be redone if the configuration of the core changes, whereas the interval model can estimate performance for a large range of configurations. On the other hand, the interval model does not provide timings of individual instructions, complicating the modeling of interference in shared memory components, such as a shared cache.

Power Modeling: Several models to estimate the power consumption of a processor core have been developed. Some of them are tightly integrated with a performance simulator [13] or require activity factors that are generated using detailed simulation [14]. Other models estimate power consumption in real time by making use of performance counters [15]. To the best of our knowledge, there exist no power models that estimate the power consumption of a large range of processor core configurations using an analytical model. In this paper,
we propose such a model by estimating activity factors based on the outputs of the interval model.

**ISA-independent profiling:** Shao and Brooks [16] propose to characterize workloads independent of the ISA (Instruction Set Architecture). They profile memory, branch and opcode behavior of an application using the intermediate representation of an application instead of the binary. Following up on this work, they propose using the ISA-independent profiles for speeding up the design of accelerators [17]. They achieve good speedups with minimal loss in accuracy for both performance and power estimations. Moving to an ISA-independent model to predict performance and power usage by leveraging the proposed techniques in these papers can be an extension to the models we propose.

### III. Micro-Architecture Independent Model

#### A. Overview

To enable fast design space exploration for application-specific processors, we propose an analytical performance model based on a micro-architecture independent profile. This means that the application needs to be profiled only once, after which instantaneous performance and power estimates for a large design space can be made, including different sizes of caches and branch predictors. Figure 1 gives an overview of the method. The profiling step on the left needs to be done only once, obtaining an **application-dependent but micro-architecture independent** profile. The model itself consists of analytical formulas that take the application profile and micro-architectural parameters, and provide an estimation of the performance and power consumption. The model can be applied multiple times to obtain results for a large design space, without re-profiling the application.

The model is based on the interval model [4], a mechanistic performance model for out-of-order superscalar processors. To estimate performance, the original interval model required a few micro-architecture dependent inputs: the number of misses in each level of cache, the number of branch predictor misses and the amount of memory-level parallelism (MLP). These inputs are a complex function of the behavior of the application and the organization of the caches and predictors, and were obtained by simulation. In this paper, we model them in a micro-architecture independent manner, by profiling the application only once and using cache and branch predictor models to estimate the number of misses. Furthermore, we add power modeling to evaluate energy consumption, to allow the designer to balance performance and power in the design space exploration.

#### B. Modeling x86 processors

The interval model was originally validated against an Alpha architecture simulated on SimpleScalar. To make this approach more applicable today, we have updated the model to be able to handle a range of modern x86 processors.

The overall model to estimate the number of cycles $C$ uses the number of instructions $N$, the effective dispatch rate $D_{\text{eff}}$ (see later), the number of branch mispredictions $m_{\text{bpred}}$, the branch resolution time $c_{\text{res}}$, the frontend pipeline depth $c_{\text{fe}}$, the number of instruction fetch misses in each level $i$ of the cache $m_{\text{IL},i}$, the access latency to each cache level $c_{\text{IL},i}$, the number of last-level cache misses $m_{\text{LLC}}$, the memory access time $c_{\text{mem}}$, the memory bus transfer and waiting time $c_{\text{bus}}$, and the amount of memory-level parallelism $\text{MLP}$.

$$C = \frac{N}{D_{\text{eff}}} + m_{\text{bpred}}(c_{\text{res}} + c_{\text{fe}}) + \sum_{i} m_{\text{IL},i} c_{\text{IL},i+1} + \frac{m_{\text{LLC}}(c_{\text{mem}} + c_{\text{bus}})}{\text{MLP}}$$  

This model is slightly different from the model in [4], to handle the differences between x86 and Alpha. The first important difference between them is that x86 is a CISC architecture, while Alpha is a RISC architecture. However, the internal processor pipeline in a modern x86 processor also uses a RISC instruction set, which is implemented by transforming x86 instruction into micro-operations. Therefore, we first compute the sequence of micro-ops from the x86 code. As a result, the $N$ in Equation 1 is equal to the number of micro-ops, and not the number of instructions. On average, there are 1.2 micro-ops per x86 instruction.

The number of micro-ops is divided by the effective dispatch rate in the absence of misses. This equals the minimum amount of cycles it takes to execute a program and is called the base component or base performance. For the Alpha model, this dispatch rate is set to the dispatch width $D$ of the processor, assuming the reorder buffer (ROB) is large enough to sustain an IPC of $D$ (balanced design). However, we found that since the x86 architecture offers fewer architectural registers, more spill code is generated, and the dependence paths tend to be longer. This causes the dispatch rate to be lower than the dispatch width. Therefore, we define the effective dispatch rate $D_{\text{eff}}$, which is calculated using Little’s law as follows:

$$D_{\text{eff}} = \min \left( D, \frac{\text{ROB}_{\text{eff}}}{\text{lat} \times K(\text{ROB}_{\text{eff}})} \right)$$  

$K(\text{ROB}_{\text{eff}})$ is the critical dependence path in a window of instructions equal to the effective ROB size (see later, Formula 4 shows how to calculate ROB$_{\text{eff}}$) and lat is the average instruction latency, including short (L1 and L2) data cache misses.

The effective dispatch rate can also be limited by the number of functional units. For example, if there is only one load unit, the performance of a sequence of instructions with many loads will be limited because only one load can be executed per cycle. In general, if there are $N_i$ instructions of type $i$, and $U_i$ functional units of that type, then it takes at least $N_i / U_i$ cycles to execute this code. For non-pipelined units with...
The three factors limiting the effective dispatch rate: the dispatch width, the critical path via inter-instruction dependences, and the number of functional units of a particular type.

Latency $\text{lat}_i$, the minimal execution time is $\frac{N \times \text{lat}_i}{U_i}$. Therefore, we can rewrite the effective dispatch rate from Equation 2 as

$$D_{\text{eff}} = \min \left( D, \frac{\text{ROB}_{\text{eff}}}{\text{lat} \times K(\text{ROB}_{\text{eff}})}, \frac{N \times U_i}{N_i}, \frac{N \times U_j}{N_j} \times \text{lat}_j \right)$$

where $i$ ranges over all types of pipelined functional units, and $j$ over all non-pipelined functional units. Figure 2 visualizes the factors that limit $D_{\text{eff}}$, following Formula 3 – note that we do not make a distinction between pipelined and non-pipelined functional units (terms 3 and 4 in Formula 3). The most limiting factor for the base performance of each benchmark is represented by the lowest bar. For some benchmarks, the rightmost bar is lowest, which means that the effective dispatch rate is limited by the number of available functional units. We find this to be mainly a result of a high fraction of loads, due to spill code. For other benchmarks however, the middle bar is the lowest, which implies that inter-instruction dependences limit the effective dispatch rate. This typically occurs when the critical path is so long that it fills up the ROB. If neither of these factors limit the effective dispatch rate, the dispatch rate will be equal to the dispatch width, in which case the leftmost bar is the lowest.

We also model the impact of a limited number of reservation stations or issue queue (IQ) entries. The issue queue is usually smaller than the ROB because it contains a subset of the instructions in the ROB, i.e., the not yet executed instructions, and because it is a very power-hungry and time-critical content-addressable memory (CAM) structure. However, having too few issue queue entries can stall the processor before the ROB is fully occupied, meaning that we cannot exploit the full ROB size to extract instruction-level parallelism. To model this, we use an approach similar to Karkhanis and Smith [18]. They reason that the occupation of the issue queue divided by the occupation of the ROB equals the average dependence path length divided by the critical dependence path length. If the issue queue size is smaller than the ROB size times this fraction, then the processor stalls on a full issue queue before the ROB is fully occupied. This is calculated as:

$$\text{ROB}_{\text{eff}} = \min \left( \text{ROB}, \text{IQ} \frac{\text{lat}_K \times K(\text{ROB})}{\text{lat}_A \times A(\text{ROB})} \right)$$

with IQ the issue queue size (or the number of reservation stations), $A(\text{ROB})$ the average dependence path length over a window of ROB instructions, and $\text{lat}_A$ and $\text{lat}_K$ the average instruction latency along the critical path and the average path, respectively. We added the latter latencies, because we found a large difference between the instruction mix along the critical path and along the average path. Ignoring this difference results in a factor of 2, leading to a too large penalty if the issue queue is smaller than half the ROB size. Adding these latencies leads to a factor of 3, which is close to what Karkhanis found, and results in a better accuracy.

The occupancy in the load-store queue (LSQ) can be modeled using a similar approach. However, for the SPEC CPU2006 benchmarks and core configurations in our setup, we noticed that dependences, the average instruction mix and IQ size are more restrictive than the LSQ size.

The second term in Equation 1 is the branch misprediction component. It is calculated by the number of branch misses times the sum of the branch resolution time $c_{\text{res}}$ and the frontend pipeline depth $c_{\text{fe}}$ (fetch, decode and rename stages). In the Alpha model, a mispredicted branch is most often the last correct-path instruction to execute [19], so the branch misprediction penalty is defined as the critical path length. For x86, we found that a mispredicted branch is most often not on the critical path, because the critical path mainly consists of a chain of memory operations. Therefore, it is more accurate to model the branch resolution time as the average dependence path length (instead of the critical path), multiplied by the average instruction latency.

The third term in Equation 1 is the instruction cache miss component. Similar to the Alpha model, it is calculated as the number of misses in each level $i$ multiplied by the access time to the next cache level $i + 1$.

The last term is the last-level data cache miss component, which is the number of misses times the memory access time, divided by the memory level parallelism (MLP), which is the average number of overlapping misses. $c_{\text{bus}}$ is the cycles spent using the memory bus or waiting for the memory bus if it is occupied.

Without these changes, i.e., applying the Alpha model unchanged, the average error of modeling the performance of an Intel Nehalem-like processor was 20% with 15 out of 29 benchmarks having an error larger than 20%. With the changes described above, this is reduced to an average 11% error, and only 6 benchmarks with an error of more than 20%. Note that this evaluation is still done with the microarchitecture dependent inputs, i.e., the miss rates and MLP were obtained using simulation. The next sections describe how we profile memory and branch behavior in a microarchitecture independent way, and how we estimate the miss rates and the MLP.

C. Branch misprediction rate modeling

To obtain the number of branch mispredictions, we measure the branch entropy of an application [20]. Branch entropy
quantifies how predictable branches are: an entropy of 0 means that branches are perfectly predictable, while an entropy of 1 indicates random branch behavior. We apply the technique described in [20] to create models that estimate branch miss rates from branch entropy. In practice, we profile the outcome of all conditional branches, record history tables, and calculate local, global and tournament branch entropy for different history lengths. For estimating the branch miss rate of a specific branch predictor in the performance model, we use a linear model that relates branch entropy to miss rate. To find this linear relationship, we use a set of (micro)benchmarks for which we both simulate all types of branch predictors and measure the entropy. The linear model for each type of predictor is then constructed using a least-squares fit on the results of the training set. Once the model is constructed, we do not need to perform any branch predictor simulation, and we can instantly obtain the branch miss rate for every new application, after profiling its branch entropy.

The estimated branch miss rate is used directly in Equation 1 as $b_{pred}$, but is also used to calculate the branch resolution time $c_{res}$. We assume that the average number of instructions between two branch misses equals $\frac{N}{m_{miss}}$, and we use the leaky-bucket method described in [4] to obtain the average number of instructions in the ROB when a branch miss occurs. As described above, we use the average dependence path length on a window containing this many instructions to obtain the branch resolution time, instead of the critical dependence path.

D. Cache miss rate modeling

In order to model caches, we use the StatStack statistical cache model [21], which provides the miss ratio for LRU caches of arbitrary size.

StatStack uses reuse distances (the number of memory references between two accesses to the same cache line) to compute cache behavior. Note that reuse distances count total memory references between accesses and not unique references, which makes them far cheaper to collect than stack distances. The reuse distances for an application are used to build a histogram of an application’s reuse behavior, which is then transformed into a stack distance distribution. The stack distance distribution gives the number of unique cache lines accessed between two accesses to the same cache line, and hence the miss ratio for an LRU cache by counting the number of accesses for a stack distance greater than the cache size.

StatStack reduces profiling overhead by collecting only a sample of the reuse distances in an application. Berg et al. [22] showed that it is possible to profile an application to get its reuse distance distribution with a very low overhead using hardware performance counters. This approach has been further optimized by Sembrant et al. [23]. In our current implementation we use Pin to collect this profile.

For the interval model, we have extended StatStack to differentiate between load misses and store misses, because store misses do not have a performance impact in the interval model, but they contribute to the power consumption of the cache. To estimate the miss ratios at each level of the cache hierarchy, we model each cache level independently using StatStack, which implicitly assumes inclusivity. Our evaluation shows that this provides good accuracy across a standard Nehalem-like three-level cache.

Instruction cache behavior is similarly modeled by the reuse distance distribution of the instruction address stream.

E. MLP modeling

Memory-level parallelism or MLP is defined as the number of last-level cache (LLC) misses that can be handled in parallel. Multiple misses that concurrently access main memory overlap, and therefore see a penalty that is equal to that of a single miss, explaining the division by the MLP in Equation 1. Two or more LLC misses can only be handled in parallel if they are both in-flight, i.e., together in the reorder buffer, and if they are independent of each other. This means that MLP depends on the number and position of the misses, dependences between misses, and the reorder buffer size, which makes it a challenge to model this in a micro-architecture independent way.

A naive approach is to assume that all misses are uniformly distributed across the application, and that there are no dependences. MLP then equals the number of misses times the ROB size divided by the number of instructions. However, this often leads to a large underestimation of the MLP, because misses are clustered, i.e., they occur in bursts. Furthermore, for some benchmarks, this naive approach overestimates MLP, because there are many dependences between loads (e.g., pointer-chasing code). Because the LLC miss component is in many cases one of the largest components, inaccurately estimating MLP often leads to inaccurate performance estimations.

An examination of the distribution of LLC misses showed that most of the burstiness is caused by cold misses, i.e., the first access to a certain cache line. Capacity and conflict misses are usually more spread out. So, for each unique data address, we record the position of the first load that accesses this address. When we apply the model we know the cache line size, and so we can locate the cold misses from the profile containing the first accesses to a data element. Alternatively, the location of the cold misses can also be calculated in the profiler, using multiple common cache line sizes. This reduces the generality of the profile, but it also reduces its size, because we don’t have to keep all unique addresses, only the unique cache lines.

Using this profile, we calculate the distribution of the number of cold misses in a window equal to the ROB size. For the rest of the misses (as calculated by StatStack), we assume a uniform distribution. Furthermore, we take into account dependences by calculating the average number of dependence paths in the ROB as the ROB size divided by the average dependence path length (which is calculated by our profiler). We then use a probabilistic model to calculate the probabilities that loads belong to the same dependence path, i.e., the probability that they depend on each other. This further reduces the MLP. This technique leads to fairly accurate MLP estimations, as we will show in Section IV.

We found that for some applications, due to their bursty memory behavior, the memory bandwidth is often not sufficient, resulting in bus overloading and queuing up of memory operations. To model this, we assume that the number of concurrent misses is equal to the MLP on average, and that those misses access the memory at the same point in time.
Therefore, the first miss has a bus latency equal to the bus transfer time, i.e., the size of a cache block divided by the bandwidth. The second concurrent miss has to wait until the first miss frees the bus, so its bus latency equals twice the bus transfer time. And the third miss has a bus latency of three times the bus transfer time, etc. The average bus latency for MLP concurrent accesses is therefore

$$c_{bus}(MLP) = \frac{MLP + 1}{2} c_{transfer}$$

(5)

We use linear interpolation to deal with non-integer MLP numbers.

F. Power modeling

Designing application-specific processors to improve energy-efficiency requires a power model. To estimate power, we use the McPAT tool [14], which requires the configuration of the processor and the activity factors (i.e., the number of accesses) for each component. The result is an estimation of the power and energy consumption.

For our model, we deduce the activity factors from the analytical performance model, instead of measuring them in simulation. Many of the inputs are already measured by the profiler for the performance model, such as the number of (micro)instructions and the instruction type mix. Other inputs are generated by the performance model, such as the number of misses in each level of the cache and in the branch predictor. However, some inputs are not required for the performance model, because it is assumed that they have no impact on performance, but are needed for the power model, because they cause more accesses. The most important examples are store misses and writebacks. Store misses can be generated by StatStack, as explained before. The number of writebacks is more difficult to estimate, but we noticed that they have a very small impact on total power consumption, so we choose not to model them.

IV. ACCURACY AND SPEED EVALUATION

A. Experimental setup

We implemented our profiler in Pin [24]. The profiler records the following statistics:

- Micro-operation count and instruction type mix, to calculate the average instruction latency.
- Average and critical dependency path for multiple ROB sizes (up to 1024), to calculate the effective dispatch rate, the branch resolution time and model dependences for the MLP estimation.
- The position of the first accesses to each unique data address, for the MLP estimation.
- The distribution of the number of loads per window, for multiple window sizes (up to 1024), also for the MLP estimation.
- Branch entropy for different local and global history sizes, for the branch miss component.
- Reuse distance profile for data loads and stores, and for instruction addresses, to estimate the number of cache misses at all cache levels.

Because some of the profiles take some time to compute (e.g., the critical dependency path and reuse distance profile), we use sampling to reduce the profiling time. For example, for the critical dependency path, we sample every one out of 1,000 sequences of 1,024 instructions. This sampling technique introduces on average 5% error on the length of the critical path and less than 0.1% error on the instruction mix. We checked that it does not have a noticeable impact on the accuracy of the model. As a result, the profiler tool can profile an application at 2 MIPS (million instructions per second) on average, which is about 10× faster than the average single-core simulation speed of Sniper.

For the reference detailed simulations we use the new cycle-level instruction-window centric core model in Sniper, which has been validated against real hardware [25]. Power measurements are done using the McPAT script included with Sniper for a 45nm technology.

We evaluate the model on the 29 SPEC CPU 2006 benchmarks with reference inputs. Because we have to simulate all of the designs to determine the accuracy of the model, we created a 1 billion instruction simpoint [26] for each benchmark. We use the Pinball technology [27] to create checkpoints at the beginning of the simpoint.

To show that the model is accurate across a large design space, we defined a broad set of processor configurations, see Table I. We split this set into three categories, low-end (dispatch width of 2), middle (dispatch width of 4), and high-end (dispatch width of 6) cores. The range of the sizes of the different components are in the table, the default value for each category is shown in bold. The parameters that are not mentioned in the table are equal to those of the standard Nehalem core configuration as included in the Sniper distribution. There are 729 different configurations in this design space.

To illustrate the speedup obtained by using an architecture independent profile, we calculated how much time it takes to evaluate the full design space for all benchmarks. For simulation, this takes 1,223 days of (serial) computation at 200 KIPS. For the original micro-architecture dependent profiler, where we have to simulate the 3 branch predictor configurations and 21 different cache hierarchies (3 settings for the L2 cache and 7 for the L3 cache) for all benchmarks, this takes 4.2 compute days, assuming that cache and predictor simulation executes at 2 MIPS. For the micro-architecture independent profiler, the time is shortened to only 4 hours, a 25× speedup versus the micro-architecture dependent profiler.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Low-end</th>
<th>Middle</th>
<th>High-end</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dispatch width</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>ROB entries</td>
<td>32 - 48</td>
<td>96 - 128</td>
<td>128 - 192 - 256</td>
</tr>
<tr>
<td>Res. stations</td>
<td>1/3 - 1/2 - 1/3 of the ROB size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Branch predictor</td>
<td>pentium-M predictor [28] - gshare - global predictor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IL1 cache</td>
<td>32 KB, 4-way, latency 1 cycle</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DL1 cache</td>
<td>32 KB, 8-way, latency 4 cycles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L2 cache</td>
<td>128 KB, 256 KB, 512 KB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3 cache</td>
<td>8-way, latency 8 cycles</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory BW</td>
<td>1 - 2 - 4 MB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory latency</td>
<td>4 - 6 - 8 MB</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 - 12 - 16 MB</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16-way, latency 30 cycles</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 GB/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>120 cycles</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE I. CORE CONFIGURATION DESIGN SPACE. DEFAULT VALUES FOR THE LOW-END, MIDDLE, AND HIGH-END CORES ARE INDICATED IN BOLD.
B. Accuracy

Figure 3 shows the CPI per benchmark for the default low-end, middle and high-end configuration, as estimated by the micro-architecture independent interval model and as simulated by Sniper. For many benchmarks, the model estimations are very close to the simulated values. For other benchmarks (e.g., gcc, lbm, mcf, and sphinx3), the estimations are a bit off, but the performance trend tracks well.

Figure 4 shows the distribution of the performance estimation error across the full design space. There is one box-and-whiskers plot per benchmark: the box is the range between the first and third quartile, the horizontal line in the box is the median, the dot is the mean, the whiskers cover all points within 1.5 inter-quartile distances outside the box, and the points represent the outliers. Although some benchmarks have high maximum errors (up to 70% for soplex), most of the benchmarks have an average error under 20%. Furthermore, for the benchmarks with large positive or negative errors, the error is consistently positive or negative, meaning that there is a component that is always over- or underestimated. A consistent error can be not harmful when comparing configurations: if both configurations have the same error, their relative difference is still correctly estimated. The average of the absolute value of the error over all benchmarks and all configurations is 13%, which is only 2% higher than the model with micro-architecture dependent inputs. This means that the error is mainly attributed to the assumptions of the model, rather than to the micro-architecture independent inputs.

In order to further investigate the sources of error, Figure 5 shows the CPI stacks as obtained by Sniper (left) and as calculated by our model (by showing each term of Equation 1 separately) for the default middle configuration. The base component is the performance in absence of misses, the branch misprediction component is the penalty due to branch mispredictions, the instruction fetching component is the performance loss due to instruction cache misses, and the DRAM-accesses component is the time spent in DRAM due to L3 cache misses. The Sniper CPI stacks have an extra L3 hit component that is not part of the model. This component is the penalty caused by loads that hit in the L3 cache (after missing in the other levels), and cause the ROB to fill up and stall the processor. The interval model assumes that all misses in the intermediate levels are hidden by out-of-order execution, and that only accesses to main memory cause a penalty. In the evaluated configuration, the L3 cache has a hit latency of 30 cycles, meaning that an ROB of 128 entries is almost filled if instructions are dispatched at 4 per cycle during these 30 cycles. As a result, L3 hits can sometimes cause a penalty, especially if they are chained through dependences. However, we found that most of the L3 hit penalty is still hidden, and adding an extra L3 hit term to the interval model causes significant overestimations of the execution time.

In general, most of the components are estimated quite
accurately, meaning that our overall accuracy results are not embellished by overestimating one component and underestimating another. The largest error occurs for benchmarks where the L3 hit component is large (gcc and mcf), but for all other benchmarks, this component is nonexistent or very small. Adding a crude L3 hit component to the model partly reduces the errors of gcc and mcf, but causes larger errors for the other benchmarks. The component with the largest error is the DRAM access component. This component is the last term in Equation 1, and contains 3 estimated parameters: the number of misses, the MLP and the bus queueing time. The error on this component is therefore a result of modeling errors in each of these 3 parameters, exacerbated by the high latency of memory accesses. In particular, the MLP is hard to model, due to subtle effects related to dependences and the exact position of the misses, but our relatively simple approach tracks the differences in the benchmarks quite well. For example, modeling no MLP for mcf leads to an error of 125%, while our model estimates an MLP of 3.34 (compared to a real MLP of 2.46), reducing the error to 27%.

Figure 6 shows the power estimations for the three configurations, compared to the Sniper+McPAT results. Although the 3 configurations are fixed, power consumption varies significantly over the different benchmarks due to different activity factors. For example, the power of the high-end core ranges between 15 W and 35 W. The model tracks this trend fairly accurately. Figure 7 shows the power estimation error distribution per benchmark. We see similar trends as for the performance estimations: the average error is for many benchmarks within 10%, and the benchmarks with a larger error have either a consistently positive or negative error. The average absolute error is 7%.

V. DESIGN SPACE EXPLORATION EXAMPLES

A. Designing cores within a power budget

Our model can be used to efficiently explore design spaces and determine the most optimal processor configuration within given constraints. To prove this, we set up an example design use case: we try to find the best performing configuration within various power budgets.

We first show that optimizing core configuration for individual applications indeed leads to better overall performance compared to selecting a single design that performs best on average over all applications within the same power budget. Figure 8 shows the average CPI (lower is better) across all applications for the single optimal design (left) and for the application-specific designs (right). It is clear that selecting application-specific cores leads to a higher performance (lower CPI) than selecting a single design, especially for the low power budgets. For example, for the 15 W power budget, the single best design is a low-end design, to avoid a power overshoot for one particular benchmark, while the 28 other benchmarks can benefit from the higher performance of a middle and even high-end core, and still remain within 15 W.

The previous results were generated using the simulated results to show the potential of application-specific core design. Now, we use the model to find the optimal designs without simulating the full design space. Because there is some error on the power estimations, we use the model to select five possibly optimal designs out of the design space of 729 configurations, instead of a single configuration. We do this by also selecting the best performing designs for power budgets that are 20% and 10% under the targeted power budget, as well as power budgets that are 10% and 20% higher, next to the one with the exact power budget. This method ensures that if the power consumption is somewhat over- or underestimated by the model, we can still select configurations that are under, but close to the power budget. We then simulate these five designs using cycle-level simulation, and select the one that meets the power constraints and has the best performance. Although this technique still requires some detailed simulations, the number of simulations is drastically lower compared to exhaustively
Fig. 8. Average CPI (lower is better) for the single best configuration (general purpose) versus the best configuration per application (ASIP) for different power budgets.

TABLE II. NUMBER OF BENCHMARKS FOR WHICH THE DESIGN SPACE EXPLORATION TECHNIQUE RESULTS IN A THE OPTIMAL DESIGN, OR A SUBOPTIMAL DESIGN WITHIN 1%, 5%, 10% OR MORE THAN 10%.

<table>
<thead>
<tr>
<th>Power budget</th>
<th>Optimal</th>
<th>&lt; 1%</th>
<th>&lt; 5%</th>
<th>&lt; 10%</th>
<th>&gt; 10%</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 W</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>3</td>
<td>11%</td>
</tr>
<tr>
<td>15 W</td>
<td>6</td>
<td>6</td>
<td>12</td>
<td>1</td>
<td>11%,12%</td>
</tr>
<tr>
<td>20 W</td>
<td>10</td>
<td>7</td>
<td>10</td>
<td>1</td>
<td>12%</td>
</tr>
<tr>
<td>25 W</td>
<td>10</td>
<td>7</td>
<td>10</td>
<td>2</td>
<td>–</td>
</tr>
<tr>
<td>30 W</td>
<td>11</td>
<td>7</td>
<td>9</td>
<td>2</td>
<td>–</td>
</tr>
</tbody>
</table>

simulating the full design space.

Using this technique, we were able to find configurations that are all within the imposed power budget. Table II shows for each power budget the number of benchmarks for which we find the exact same configuration as simulating the full design space in detail. Then we show the number of benchmarks where the resulting configuration performs less than 1% worse than the actual optimal configuration, followed by less than 5% and less than 10%, and in the last column, we show how much the remaining benchmarks are off (i.e., the ones that have more than 10% lower performance). We only show up to a power budget of 30 W, because the previous graph showed that there was little to gain in increasing the cache to 16 MB, because the number of misses does not significantly decrease. On the other hand, increasing the ROB size to 256 entries leads to a larger MLP, effectively decreasing the DRAM component and improving performance. This trend is confirmed by simulating the larger cache and the larger ROB using Sniper. However, to reach this conclusion using simulation only, we need at least 3 simulations, and probably more as it is not immediately clear that increasing the ROB size leads to the largest performance improvement (e.g., an architect might first try different cache sizes, or increasing the memory bandwidth). Using our model, we can obtain the same conclusion with one profiling step. To be sure, the hints made by the model can be confirmed by detailed simulation, but this only requires a few simulations compared to exploring all possibilities using simulation.

VI. CONCLUSIONS AND FUTURE WORK

Application-specific processor cores can substantially increase energy-efficiency. Designing application-specific processors requires a fast design space exploration tool, as the design process needs to be redone for every application. We demonstrated an analytical performance and power model, based on micro-architecture independent application profiles to enable the evaluation of large design spaces using a single application-specific but architecture-independent profile. Performance and power are estimated with an average error of 13% and 7%, respectively, compared to detailed simulation. We show that the model can be used to find the best performing core configuration for each application within a fixed power budget, resulting in a higher average performance compared to selecting one single design that has the best average performance across all applications within the same power budget.

Our model currently only provides performance and power estimations for a single-threaded program on a single core, which can be a starting point for determining (an) optimal core configuration(s) for designing a multicore processor. However, we plan to extend the model to estimate the performance and
power of a full multicore processor, including shared caches and shared memory components, and of multi-threaded (SMT) cores. We also plan to model the impact of synchronization and cache coherence on the performance and power consumption of multi-threaded applications. We can also extend our work with accelerator models [17].
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