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Abstract—Achieving system fairness is a major design con-
cern in current multicore processors. Unfairness arises due to
contention in the shared resources of the system, such as the
LLC and main memory. To address this problem, many research
works have proposed novel cache partitioning policies aimed
at addressing system fairness without harming performance.
Unfortunately, existing proposals targeting fairness require extra
hardware which makes them impractical in commercial proces-
sors.

Recent Intel Xeon processors feature Cache Allocation Tech-
nology (CAT), a hardware cache partitioning mechanism that can
be controlled from userspace software and that allows to create
partitions in the LLC and assign different groups of applications
to them.

In this paper we propose a family of clustering-based cache
partitioning policies to address fairness in systems that feature
Intel’s CAT. The proposal acts at two levels: applications showing
similar amount of core stalls due to LLC accesses are first
grouped into clusters, after which each cluster is given a number
of ways using a simple mathematical model. To the best of our
knowledge, this is the first attempt to address system fairness
using the cache partitioning hardware in a real product. Results
show that our best performing policy reduces system unfairness
by up to 80% (39% on average) for 8-application workloads and
by up to 45% (25% on average) for 12-application workloads
compared to a non-partitioning approach.

I. INTRODUCTION

Current multicore processors typically implement huge last-

level caches (LLC) to hide the large main memory access

latencies. The size of these caches ranges from several tens

of MBs to hundreds of MBs in recent processors like the

IBM Power8 or the Intel Xeon Phi Knights Landing. Be-

cause of their large storage capabilities, as well as their

high associativity (e.g., more than 16 ways), these caches

are typically shared among all the cores in the processor. By

default, all the running applications compete among each other

for LLC space, which is governed by a single replacement

policy. As a consequence, the applications replace blocks that

belong to other applications, which can seriously degrade their

performance. Moreover, it is difficult to predict the effect

of these inter-application interactions, since depending on

their characteristics, some applications are affected more than

others. That is, while the performance of some applications

can be highly degraded, other applications may be unaffected,

creating a fairness problem in the system.

Much research has focused on cache sharing over the past

decade. Some of these works concentrate on performance [2],

[26], [34], [37]; others target LLC cache fairness [9]; and

yet others focus on providing system fairness [14], [43], [45].

The latter works consider system components other than the

LLC (e.g., the memory controller). The vast majority of these

works, however, present four main drawbacks that render their

conclusions either invalid or inapplicable to recent processor

generations. First, most of these works consider the L2 cache

as the LLC, mainly because their research is performed in

simulators, in which filling up a huge LLC of tens of MBs

would require a prohibitive amount of simulation time. That

means that since neither the cache geometry nor the data

locality match, results cannot be easily extrapolated to recent

commercial machines. Second, most of these works do not

take into account the impact of hardware prefetchers or do

not model the prefetchers employed in commercial machines,

often not well documented. Third, these works either do not

model the memory controller or model a simplified version.

Fourth, some of these approaches require the use of extra

hardware to obtain their inputs (e.g., the number of cache

misses specifically caused by other co-runners). Since any

runtime approach that deals with fairness has to estimate the

slowdown the applications are suffering, most of previous

research targeting fairness has this problem. Notable examples

are the Per-Thread Cycle Accounting Architecture [7], [12]

and the Application Slowdown Model [41]. Both approaches

require extra hardware that is not readily available in any

commercial processor.

The results of the discussed research regarding cache parti-

tioning, however, were so promising that some processor man-

ufacturers have implemented cache partitioning capabilities in

their products. This is the case for recent Intel processors

that feature the Cache Allocation Technology (CAT), which

provides primitives to limit the amount of cache space a

hardware thread can occupy in the LLC.

More precisely, CAT allows for a given number of ways to

be assigned to a specific set of processes, a Class of Service
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or CLOS in Intel terminology. As there can be much more

processes than classes of service, processes must be mapped to

classes following a given policy. Therefore, a policy providing

a limited number of cache ways to each application as done in

previous works [34], [41] is unsuitable, since it would require

a different CLOS for each application. While this problem

could be solved by assigning multiple applications to the same

CLOS, we have characterized the slowdown each application

experiences over isolated execution varying the number of

LLC ways, and the results of this study show that assigning an

exclusive subset of ways to each CLOS significantly reduces

both system throughput and fairness compared to allowing

different classes of service to share LLC ways.

This work proposes a family of clustering based cache

partitioning policies that leverage the capabilities of Intel’s

Cache Allocation Technology to deal with system fairness.

Although the proposal has been evaluated on an Intel Xeon

E5 2658A v3, it is straightforward to port to any processor

supporting CAT. It works by applying clustering techniques

to group applications suffering from similar core stall cycles

due to L2 misses into the same CLOS, and giving each CLOS

an adequate number of LLC ways.

In this paper we make the following key contributions:

• We propose a family of cache partitioning policies based

on application clustering to improve system fairness on

recent real machines.

• To the best of our knowledge, our proposal is the first to

leverage state-of-the-art cache partitioning technologies,

i.e., Intel’s Cache Allocation Technology (CAT), to im-

prove system fairness.

• We comprehensively evaluate the devised policies against

the original system with no cache partitioning, and

demonstrate improvements in system fairness by up to

80% (39% on average) for 8-application workloads and

by up to 45% (25% on average) for 12-application work-

loads for a range of multiprogram workloads on modern

hardware. This is done without significantly affecting the

performance for 8-application workloads and improving

it for 12-application workloads.

II. PROGRESS, SLOWDOWN AND UNFAIRNESS

Before diving into the specifics of Intel’s CAT, we first

introduce a number of important performance metrics. This

paper makes extensive use of the metrics progress, slowdown
and unfairness for evaluation purposes. The progress of an

application is computed [11], [13], [16], [43] as the ratio of its

execution time while running with other applications, relative

to its execution time in isolation1:

Progress =
ExecCyclesalone

ExecCycles
(1)

Progress is, therefore, a value between 0 and 1. Slowdown

is the inverse of progress; thus, it is a value always equal to

1Note that progress is considered on a per-application basis, regardless of
the application type, i.e., single-threaded or multi-threaded.

or larger than 1. Both metrics are used to measure how in-

terference between applications degrades performance. When

progress and slowdown are equal to 1, the performance of the

application is not affected by the other competing applications.

After measuring the interference with these metrics, we can

define a system as completely fair when all the tasks in the

system experience the same progress or slowdown [2], [9],

[16], [33].

Based on this definition, some works [6] propose the ratio

between the progress of the application that progresses the

most and the application that progresses the least as a way

to quantify unfairness. However, this metric only considers

extreme values, so to overcome this limitation in this work

we employ an alternative metric proposed in [43], which uses

the coefficient of variation (CoV) [10] of the slowdowns of

the running applications with respect to the mean to measure

how unfair the system is, as shown in Equation 2, where σ
refers to the standard deviation and μ to the mean slowdown:

Unfairness =
σSlowdown

μSlowdown
(2)

For measuring system performance, we use System

Throughput (STP, Equation 3) and Average Normalized

Turnaround Time (ANTT, Equation 4), two well-defined met-

rics that are extensively used in the literature [11], [13], which

compute the aggregated progress and the average slowdown,

respectively:

STP =
∑

t∈Tasks

Progresst (3)

ANTT = μSlowdown (4)

Both metrics quantify different aspects of multiprogram per-

formance (overall system performance versus per-application

performance), so when evaluating a system we need to con-

sider both.

III. CACHE ALLOCATION TECHNOLOGY

This work leverages Intel’s Cache Allocation Technology

(CAT) to improve system fairness. CAT provides primitives to

limit the amount of LLC space a hardware thread can occupy.

It is available in a limited set of processors of the Xeon E5

2600 v3 family and all the processors of the Xeon E5 v4

family.

Machines with Intel’s CAT have a predefined amount of

classes of service (CLOS), 4 in Haswell EP machines like

those in the Intel’s Xeon E5 2600 v3 family and 16 in

Broadwell EP machines from the Xeon E5 2600 v4 family.

Each CLOS has a capacity bitmask (CBM) that controls the

accessibility of cache resources with cache way granularity,

where each bit in the mask grants write access to one way

in the cache. Additionally, a CLOS has a list of thread IDs

that belong to the CLOS, which are the ones that have write

access to the ways set in the CBM. CBMs can overlap, which

means that some ways can be shared by different classes of

service. One of the main limitations of CAT is that all the
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Fig. 1. Cache Allocation Technology example.

bits set in a CBM must be consecutive. That is, a CLOS uses

consecutive cache ways in the cache. For instance, a CBM

like 1111-0000-1111-0000 would not be valid.

One can configure CAT by directly writing to machine

specific registers (MSR), but a better option is to use a library

developed by Intel [23] or the interface provided by the Linux

kernel starting from version 4.10. By default, CAT has no

effect, since all applications are mapped to CLOS #0, which,

if not modified, has a CBM that allows full access to all the

LLC ways.

Figure 1 shows an example of a possible cache partitioning

scheme in a processor of the Xeon E5 2600 v3 family. Each

of the four possible classes of service (CLOS #0 – CLOS #3)

has assigned a subset of the 20 ways of the LLC, and each

thread is assigned to a CLOS. Each CLOS is identified by

a color/pattern which marks both the threads that belong to

the CLOS and the ways they can write. For instance, thread

0 of core n − 3 is assigned to CLOS #2 and thread 1 to

CLOS #0. Note that all the CBMs are contiguous and that

CLOS #3 shares some of its assigned ways with CLOS #1

and CLOS #2.

IV. PROGRESS CHARACTERIZATION AND ESTIMATION

The main aim of the cache partitioning scheme proposed

in this paper is to balance the progress among applications to

improve system fairness. In concurrent execution, the cache

interference caused by other applications reduces the effective
number of cache ways a given application can use. To explore

the sensitiveness of individual applications to the number of

available cache ways, we conduct several experiments in which

we use CAT to adjust the number of ways available to the

application from 2 to 20 (i.e., the total cache space). Using

CAT, we prevent the application under study from using non-

allocated ways. This approach allows modeling the reduction

in the available cache space for a given application due to

the cache interference induced by co-runners. This provides

a reproducible way to study how progress is affected by co-

runners competing for cache space.

Figure 2 shows the progress results for different applica-

tions of the SPEC CPU2006 benchmark suite. As observed,

for a given number of assigned cache ways, applications

achieve different progress levels. That is, the progress of each

application exhibits a distinct sensitiveness to the available

cache space. There are highly cache sensitive applications,

Fig. 2. Effect of the number of cache ways on progress.

Fig. 3. Slowdown when varying the available ways with respect to a 20-way
cache.

like xalancbmk, soplex or omnetpp, whose progress is

significantly harmed when the number of assigned ways drops

below 6. In contrast, some applications are not affected at all;

that is, they achieve 100% progress with only 2 cache ways.

The rest of the applications fall somewhere in between, with

different degrees of cache space sensitiveness. Note that each

way represents 1.5MB of the total cache space (i.e., 30MB), so

two ways are equivalent to 3 MB of LLC cache space, which

is already a considerable amount.

Another way to look at this issue is to analyze how the

number of assigned ways affects the slowdown. For this

purpose, we plot the slowdown of each application as a

function of the number of assigned ways. Figure 3 illustrates

the results for some applications of the SPEC suite. Looking

at highly cache sensitive applications like xalancbmk, we

find that the slowdown when varying the cache space can be

modeled using an exponential function a · e−x + b, where

a and b are constants that depend on the application and x
is the cache space. We also explored other approximations,

including a linear, quadratic and cubic function, however, we

find the exponential function to yield the best fit. For instance,

soplex follows the equation 5.24 · e−x + 0.026.

The previous finding suggests that the slowdown grows

exponentially as the number of assigned cache ways is re-
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Fig. 4. Correlation between L2 miss stall cycles and slowdown on the Intel
Xeon E5 2658A v3.

duced. Or, inversely, for having a linear reduction in slowdown

we need an exponential increase in cache space. Note that

previous research has found a square root relationship between

cache space and hit ratio [4], [19].

Theoretically, we could use these equations to determine

the assignment of cache ways. However, the real slowdown

that a given application is suffering at runtime cannot be

directly calculated since the execution time of the applications

in isolation is unknown. Several previous works have focused

on estimating this execution time. However, most of them

require additional hardware [7], [9], [12], [41] to calculate the

number of cycles the processor is stalled due to interference in

the shared resources, or need to modify the OS scheduler [14],

[45].

Our work targets unmodified commercial processors run-

ning a vanilla Linux kernel, so since we could not use previous

research, we looked into the available performance events

related to processor stalls due to shared resources, and studied

the correlation between them and overall application slow-

down. We find that the STALLS L2 PENDING perfor-

mance counter is the one that best correlates with application

slowdown. This counter gathers the number of cycles during

which the execution of an application is stalled due to L2

cache misses. Figure 4 plots slowdown versus the number

of stalls (in trillions) gathered by the mentioned performance

counter for several runs of SPEC applications executed with

different numbers of co-runners (3, 7 and 11 random co-

runners). As observed, there is a strong positive correlation

(r=0.982, N=833, p=0.000) between the slowdown metric and

the STALLS L2 PENDING count.

This correlation can be explained with the following ratio-

nale. The STALLS L2 PENDING counter is affected by

the interference in all the shared resources in our experimental

platform, which are the LLC, the main memory, and the on-

chip interconnects (two rings connecting the L3 slices and the

memory controllers) as depicted in Figure 5. This performance

counter does not differentiate between stall cycles caused by

normal misses and interference misses, but as the number
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Fig. 5. Block diagram for the Intel Xeon E5 2658A v3.

of concurrently running applications grows, the stall cycles

due to interference start to dominate (the ANTT for 8 and 12

concurrently running applications is, on average, over 3 and

4, respectively) so this drawback becomes less important.

Another way to understand this correlation is to examine

the following equation:

Slowdown =
ExecCycles

ExecCyclesalone
=

=
CoreCycles+ STALLS L2 PENDING

ExecCyclesalone
, (5)

where CoreCycles represents the execution time mi-

nus the cycles stalled due to L2 misses. For high enough

slowdowns, the result of this equation is dominated by

STALLS L2 PENDING.

Finally, as observed in Figure 4, there are some points

that deviate from the main trend. These deviations are due

to L3 block replacements that cause L2 invalidations to keep

the inclusion principle (notice that the L2 cache is private

and the whole cache hierarchy is inclusive [24]). In turn,

these invalidations produce additional L2 misses that increase

the number of CoreCycles. We verified this hypothesis by

analyzing the data used for Figure 2 in which we varied the

number of available ways for each application. As expected,

we find that the applications that present a deviant behavior

in Figure 4 have a sudden increase in L2 evictions when the

cache space is reduced (2 or 3 ways in the LLC). This only

happens for the applications that exhibit such behavior and not

the rest.

This effect could be taken into account using a different

performance event that considers L2. For instance, there is

a performance counter that gathers the number of execution

stalls due to L1 misses (STALLS L1D PENDING). Unfortu-

nately, this counter does not behave correctly in our experi-

mental platform (its value is always zero).
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V. TO OVERLAP OR NOT TO OVERLAP CACHE WAYS

Most previous cache partitioning approaches work by as-

signing cache ways to applications to be used exclusively. That

is, a given cache way can be only used by one application.

When using CAT capabilities, however, a wider design

space opens. In addition to assigning ways exclusively to

individual applications, cache ways can be: (i) allocated to

a single CLOS hosting a set of applications (i.e., limited

sharing), and (ii) allocated to multiple classes of service. To the

best of our knowledge, only the first design choice has been

considered in previous research [15], [31], [49]. Moreover,

unlike this work which targets fairness, the focus of these

approaches is on Quality-of-Service, and CAT capabilities are

used to isolate latency-critical applications.

Assigning all the ways as private to individual applications

becomes quite unrealistic on real hardware using CAT, mainly

due to the high number of potentially running applications,

the limited number of supported classes of service, and the

limited number of cache ways. For instance, the Intel Xeon

E5 2600 v3 family has 20 ways in the LLC and supports 4

CLOS. Therefore, no more than four applications could have

exclusive ways assigned.

Even in the most recent Intel Broadwell EP machines that

support up to 16 classes of service, the number of concurrently

running applications can be higher, and the number of ways

in the LLC is still limited to 20. Thus, if a workload with

eight applications is executed, each application would have

on average 2.5 ways, which clearly is insufficient to reach

reasonable performance for most of them. Other partitioning

schemes could be tried, giving more ways to some applications

and less to others, but since there are applications that require

a high number of ways to perform well (see xalancbmk,

omnetpp and similar applications in Figure 2) this approach

does not scale well and cannot be generalized.

Although grouping applications in classes of services that

can access disjoint sets of ways may seem like a viable

solution, it has the same problems as the previous approach,

because while it partly solves the limitation in available classes

of service, the number of ways in a CLOS is still too small

for some applications to meet reasonable performance goals.

Two experiments were carried out to verify this claim. In

one, the cache is divided in partitions of the same size for

each CLOS and we try different clustering schemes to map 8

applications to 4 classes of service. In the other, we try several

partitioning schemes with each partition being of a different

size. In each case we also try different approaches to group

applications (e.g., KMeans clustering, complementary cache

requirements, similar cache requirements, etc.). In both exper-

iments, throughput is significantly degraded without improving

fairness with respect to no partitioning.

Consequently, all the partitioning approaches proposed in

this work allow for overlapping LLC cache ways (i.e., CBMs)

among classes of service.

VI. CLUSTER-BASED PARTITIONING POLICIES

As mentioned in Section IV, applications running on a

multicore processor suffer from slowdown due to interference

that arises from resource sharing. The interference varies

during execution time depending on the run-time resource

requirements of the applications and, since not all the ap-

plications have the same requirements and are not affected

equally, unfairness arises. Our goal is to smartly partition

cache resources to counteract the slowdown inequalities, which

leads to a fairer system.

A cache partitioning mechanism can be characterized by

three main design aspects [20]: target, evaluation metric and

policy metric. Our proposal targets fairness, and the evaluation

metric we use is the one defined in Section II, the CoV of the

slowdowns. This metric cannot be computed online, because

the execution time alone cannot be measured at run-time, so

using the insights presented in Section IV, we use the CoV

of the STALLS L2 PENDING as the metric that guides

our policies. Specifically, the goal is the minimize the CoV of

the STALLS L2 PENDING counter.

Additionally, when using CAT for partitioning the cache

three main design decisions must be taken: (i) the number of

partitions in the LLC, (ii) which applications are assigned to

each partition, and (iii) the amount of resources assigned to

each partition.

Each design decision can, in turn, be either statically estab-

lished or dynamically adjusted at run-time. These three axes

open a new design space, summarized in Table I, which greatly

affects the performance and fairness that a policy provides. In

this work we explore it and present the most relevant results.

Although policies for each type that made sense have been

devised and evaluated, for the sake of clarity only results for

the best performing ones are presented in this paper.

Taking all of this into account, we propose a fam-

ily of application clustering algorithms, based on the

STALLS L2 PENDING event. They target fairness and

cover the key issues of the design space. The family consists of

three main policies, namely SFn-mK, mK, and Dunn, where

n and m are parameters of the policies, whose meaning is

described below. The differences between policies mainly arise

due to two aspects: the number of clusters the policy builds

at run-time, and the form in which cache ways are assigned

to clusters (i.e., fixed or dynamic).

All the proposed policies group applications in clusters

using the KMeans algorithm [18] according to the number

of core stalls due to L2 misses. Given n one-dimensional data

points (only one variable — core stalls — is being considered

per application), this algorithm distributes them into k clusters,

assigning each application to its closest cluster, where the

closeness is calculated as the Euclidean distance between

the data point and the cluster centroid. A major advantage

of using one-dimensional data (as in this case) is that an

optimized version of KMeans can be used, with O(k ·n·log n)
complexity. Once the clusters have been obtained, all the

applications in a given cluster are assigned to the same CLOS.
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TABLE I
DESIGN SPACE AND EVALUATED POLICIES. LEGEND: S = STATIC AND D

= DYNAMIC.

Num. Clusters Cluster sizes Ways per cluster Policies

S S S
S S D
S D S SFn-mK
S D D mK
D S S
D S D
D D S
D D D Dunn

The number of LLC ways assigned to each CLOS and the

number of clusters used depend on the specific policy.

SFn-mK Policies. In these policies, applications are

grouped in m clusters using the KMeans algorithm. After the

clustering process is done, the m clusters are sorted according

to their centroid values in descending order and mapped to

different classes of service. The cluster whose applications

are suffering the highest slowdown (i.e., the most critical one)

is given the highest priority and it is allowed write access to

all the cache ways (i.e., its CBM is set to 0xFFFFF). The

following clusters receive a decreasing number of ways in

steps of n according to their criticality. For example, for n = 3
and m = 4, the four clusters, sorted in critical order, receive

20, 17, 14 and 11 cache ways, respectively. Different values

of n and m, ranging from 2 to 4, have been evaluated. In

this work, we only show results for the policies of the form

SFn-4K, which were the best performing.

mK Policies. These policies also group applications using

the same criterion as the previous group of policies, but the

number of ways assigned to each partition is not static but

computed using a simple exponential function. We chose an

exponential function because looking at Figure 3, to have a

linear reduction in slowdown an exponential increase in cache

space is required. Other functions were explored, such as linear

and quadratic functions, but the exponential approach was the

one providing the best results. The input to the exponential

function is the normalized stalls of each cluster with respect

to the most critical one, a value in the interval [0..1]. The

output of the function is the number of assigned cache ways

for the cluster, a value in the interval [2..20]. Figure 6 depicts

the behavior of this policy for m clusters. In the example of the

figure, cluster m− 1 is the most critical one, and the number

of assigned ways is 20, 10, 4, and 2, for the clusters m − 1,

m− 2, 1, and 0, respectively.

Dunn Policy. This policy follows the same approach as the

mK policy regarding clustering and the assignment of cache

ways to classes of service. The number of classes of service

to use is, unlike previous policies that consider a fixed number

of clusters, dynamically determined at runtime to adapt to

the different phases of the workload execution. To this end,

two indices to evaluate clustering validity and determine the

optimal number of clusters (Silhouette [35] and Dunn [8]) have
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Fig. 6. Policy with clustering and a model for the ways.

been evaluated. In this paper, results are only shown for the

policy using the Dunn index, since it yielded slightly better

results on our experimental platform, thus we refer to this

approach as the Dunn policy.

The Dunn index is defined as follows. Assuming k denotes

the number of clusters, dmin the minimal distance between

points of different clusters, and dmax the largest within-cluster

distance; the Dunn index for k clusters is then computed as

Dunnk =
dmin

dmax
.

The closest the Dunn index to 0 the better. As a result, the k
value that minimizes the Dunn index is selected.

VII. EXPERIMENTAL SETUP

All the experiments have been performed on the Intel Xeon

E5 2658 v3 processor [21], that has been one of the first Intel

processors to support Cache Allocation Technology.

This processor implements HyperThreading and is deployed

with twelve cores supporting up to two simultaneous threads

each. However, to avoid intra-core interference, experiments

have been conducted allocating a single thread per core. Each

core includes a 32 KB L1 data cache and a 256 KB L2 cache,

both of which are private. All the cores share an L3 cache,

the LLC in the system, with 30MB and 20 ways (which gives

an average of 2.5 MB per core). The entire cache hierarchy is

inclusive [24].

The proposal focuses on the LLC, where the space is

distributed according to the different devised policies using

CAT. In order to make the experiments repeatable, important

system details are provided next. The processor frequency was

fixed to 2.20 GHz with the Linux 4.9.0 performance governor.

The main memory of the system has a maximum theoretical

bandwidth of 68 GB/s across 4 channels. We experimentally

measured memory latencies of 75 ns for an idle machine and

570 ns for a saturated machine. The machine has 4 types of
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hardware prefetchers: 2 prefetchers associated with the L1-

data cache and 2 prefetchers associated with the L2 cache.

All of them were kept enabled during the experiments.

All the devised schemes, explained in Section VI, have been

evaluated and compared against a baseline that performs no

partitioning (referred as NoPart).

The experiments have been conducted with two sets of

45 multiprogram mixes from the SPEC CPU2006 benchmark

suite [1] using the reference input set. The first set contains

8-application workloads and the second 12-application work-

loads. To compose the application mixes, we first classify the

applications in the SPEC benchmark suite into two categories,

cache sensitive and cache insensitive, based on the offline

evaluation performed in Section IV. Then, we create work-

loads varying the ratio of sensitive to insensitive applications.

All the workloads are randomly generated, and results are

collected executing each workload until all the applications

have completed the same number of instructions they execute

when running alone on the machine for 60 seconds.

Our experimental environment consists of a manager pro-

gram that reads a configuration file with a list of workloads

and the partitioning policy that will be used. The manager
then forks and execs as many times as necessary to launch the

applications in the workload. At regular intervals of 500 ms

the manager reads the required performance counters and uses

this information to properly size the partitions and assign

applications to classes of service. We tried other two different

intervals for adjusting the partitioning: 100ms and 1000ms. In

the first case there was no significant difference in the results,

but the overhead was higher, since the manager was active

more frequently. In the second case the results were worse

compared to the same configuration with a smaller interval.

When an application executes as many instructions as it

would run in isolation during 60 seconds, the manager restarts

it. However, only the results from the first run of each

application are taken into account. Note that due to limitations

in the libraries employed for performance monitoring [22]

and cache partitioning [23], applications need to be pinned

to cores2.

Each experiment has been repeated a minimum of 10 times,

until the margin of error was less than 1%, with a confidence

of 95%. This applies to all the plots and data shown in this

paper, so no confidence intervals are drawn on the figures.

VIII. EVALUATION

This section is aimed at providing insights and quantify the

benefits of the devised policies. To this end, the evaluation

focuses on three main design concerns: (i) Can a simple static

policy provide significant fairness? (ii) Should the number of

clusters match the maximum number of CLOSes supported by

the machine all the time? (iii) Would dynamically adapting the

number of classes of service to the optimal number of clusters

further improve the results? The three devised policies and the

2Starting from version 4.10, the Linux kernel has native support for CAT,
and it does not have this limitation. Unfortunately, it was not available when
the experiments were performed.

Fig. 7. Normalized unfairness across the 45 8-application workloads with the
SF2-4K, SF3-4K and SF4-4K policies.

experiments discussed below were designed to answer these

three questions.

A. Exploring unfairness enhancements with a simple policy
(static number of clusters, static number of ways)

To explore the potential of CAT to help facing unfairness,

we evaluate the simple SFn-4K policy across the studied 45

8-application workloads. Remember that this policy assumes

four clusters, and the number of ways assigned to each cluster

is decreased from 20 (assigned to the highest priority cluster)

in steps of n. In this experiment, we vary the value of n from

2 to 4.

Figure 7 shows the results. To plot the curves, we first

have sorted the 45 workloads in ascending order depending

on the normalized unfairness they present using the SF2-

4K policy. Then, SF2-4K and SF3-4K have been plotted

following the same order. As observed, this policy, by merely

assigning a static number of ways to each CLOS and using 4

classes of service improves unfairness significantly, by 12%,

16% and 21% on average for SF2-4K, SF3-4K and SF4-4K,

respectively. Also note that not all the mixes obtain the best

results with the same value of n. Although SF4-4K presents

the best results, in around 10% of the workloads, another value

of n yields better results.

Important conclusions can be drawn from this experiment.

First, the STALL L2 PENDING counter acts as a good

criterion to group applications in clusters. Second, regardless

of the value of n, unfairness is significantly improved over the

non-partitioning approach. Third, CAT presents high potential

to improve system fairness even with a simple policy based

on clustering.

B. Determining the number of cache ways assigned to each
cluster dynamically

Section VIII-A, using a simple policy and exploring only

three values of n, has shown that there is not a number of

ways that can be assigned statically to clusters to provide the

best results for every workload. In other words, there is not

a single optimal n value for all the workloads. Additionally,
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Fig. 8. Ways assigned to each CLOS during the execution of the 4th 8-
application workload.

although not measured in the previous experiment, cache space

requirements of the applications in a workload can change

during the execution so being able to adapt to these changes

can provide further unfairness improvements.

To deal with the shortcomings of a static way allocation,

the mK policy was devised, which dynamically assigns the

number of ways that best fits the cache space requirements

for each of the application clusters. This policy allows greater

flexibility, since the number of ways assigned to each cluster

is adjusted dynamically at runtime. Figure 8 illustrates how

the number of ways assigned to each CLOS varies during

the execution of the 4th 8-application workload running under

the 4K policy (i.e., grouping applications into 4 clusters). As

observed, unlike the previous policies (the SFn-mK group of

policies), the number of cache ways assigned to each cluster

varies at run-time, which allows this policy to bring important

benefits over the SFn-4K, as our results will show.

The mK policy has been evaluated while setting the value

of m to 2, 3 and 4 clusters, see Figure 9. The 45 8-application

workloads have been sorted in increasing unfairness order,

according to the results of the 4K policy. The 2K and 3K

policies have been plotted following the same order. Counter-

intuitively, not always the maximum number of clusters (i.e.,

4) shows the best results; even more, on average, the policy

with two clusters (2K) yields slightly better results than the

one with 4 clusters (4K). The reason is that changing the

clustering (i.e., the number of clusters and the applications in

them) displaces the centroids and thus can have a significant

impact on the number of assigned cache ways to each cluster.

Moreover, less clusters oftentimes means more ways per

CLOS, which improves the performance of applications with

high cache space requirements.

Taking into account these results and comparing them with

the ones presented in Figure 7, two important conclusions can

be drawn. First, the major fairness benefits come from the

fact that cache ways are dynamically assigned to clusters at

run-time, rather than the number of clusters itself. Notice that

in Figure 9, the normalized unfairness starts from below 0.25

Fig. 9. Normalized unfairness across the 45 8-application workloads with the
2K, 3K and 4K policies.

while in Figure 7 it starts from around 0.5. Second, additional

benefits could be brought by dynamically selecting the proper

number of clusters.

Note that some workloads experience an increase in unfair-

ness (see rightmost data points in Figure 9). This is the case

for workloads composed mostly of applications that are not

cache-sensitive, so the absolute (non-normalized) unfairness

is low. Their absolute unfairness is around 0.07, which is

significantly less than the global average around 0.23. So,

while in some corner cases we see a small increase in

unfairness in absolute terms, this is compensated for by large

reductions in unfairness (both in absolute and relative terms)

in the general case. The explanation for this behavior is that in

low unfairness scenarios, and for some specific applications,

our metric slightly overestimates the cache space required.

This could be addressed by employing an unfairness threshold

to enable or disable the policy, but since the increase in

unfairness is so small, we decided to keep the policy as simple

as possible.

C. Putting it all together: the Dunn policy

The previous discussion indicates that a dynamic policy

selecting the optimal number of clusters for each workload,

and the optimal number of ways for each cluster would be

the best approach. This claim led us to design the Dunn

partitioning policy, which is the one that provides the best

results overall.

Figure 10 shows normalized unfairness over no partitioning

for each of the studied 8-application workloads and compares

the Dunn policy with the 2K and SF3-4K policies, since

both policies achieve a significant reduction in unfairness,

with performance results within the same range as Dunn. The

workloads are sorted in ascending unfairness order according

to the Dunn policy results, and the 2K and SF3-4K results

have been plotted following the same order. Clearly, the 2K

and Dunn policies are the ones that reduce unfairness the most

over no partitioning, by on average 36% and 39%, respectively,

and by up to 80%. The other policy, SF3-4K, has less effect

on unfairness, reducing it by 16% on average.
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Fig. 10. Normalized unfairness results with respect to NoPart for the 45
8-application workloads with the different partitioning policies.

Fig. 11. Average Dunn results normalized against NoPart for the 8-application
workloads.

Figure 11 presents the average results for different metrics

(see Section II) across all the 8-application workloads achieved

by the Dunn policy. The results have been normalized against

the NoPart baseline. Note that there is a clear inverse cor-

relation between LLC hit ratio and unfairness. The reason

is that most of the time unfairness is caused by the slowest

applications, which frequently access the cache but miss due

to lack of enough cache space. As a consequence, these

applications stall for long periods. As the Dunn policy gives

more cache ways to the slowest applications, their accesses

start to hit the cache, which reduces the number of stalls and

improves system fairness. This behavior also improves per-

application performance (ANTT), although the STP metric

is slightly reduced because the fastest applications are given

fewer resources.

As explained above, the Dunn policy dynamically chooses

the optimal number of clusters. To analyze if the improvements

that Dunn provides over the mK policies come, in fact, from

choosing the correct number of clusters, Figure 12 plots

the number of clusters used during the execution time of a

workload (workload number 12 in Figure 10 and number 11

Fig. 12. Number of clusters used during the execution of the 12th 8-
application workload.

in Figure 93). According to Figure 9, it seems clear that two

clusters does not work well for this workload, and that three

and four clusters perform similarly. Figure 10 shows that for

this workload, Dunn performs significantly better than 2K,

so it must be picking three and four clusters as the optimal

number of clusters. As expected, Figure 12 corroborates this.

In summary, a dynamic policy to adapt the number of

clusters and the number of ways per cluster can, in fact,

provide meaningful fairness improvements compared to static

policies. Another insight is that the potential of CAT seems to

be limited more by the number of available ways in the LLC

than by the number of classes of service.

D. Results with 12 cores

To evaluate the scalability potential of the Dunn policy

we now consider 12-application workloads created following

the approach described in Section VII. Figures 13 and 14

provide insight regarding how the Dunn policy affects system

performance, unfairness and LLC hit ratio.

Looking at Figure 13 it is clear that the important unfairness

reduction achieved for the 8-application workloads is also ac-

complished for the 12-application workloads, where unfairness

is reduced by 25% on average. This unfairness reduction does

not affect STP, which on average remains the same, but comes

accompanied by a significant improvement in ANTT, which

decreases by 12% on average. As with 8-application work-

loads, the unfairness and performance (ANTT) improvements

are because the Dunn policy greatly increases the LLC hit

ratio, which in turn reduces the number of cycles that cores

are stalled (by 15%, on average).

Figure 14 shows detailed results for each one of the

workloads. Unfairness is reduced for all the workloads by

at least 12%, and up to 45%. ANTT also improves for all

the workloads. Finally, depending on the workload, the Dunn

policy presents an STP that deviates from NoPart by less than

10%.

3While the workloads in both figures are the same, they have been sorted
following a different criterion.
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Fig. 13. Average Dunn results normalized against NoPart for the 12-
application workloads.

Fig. 14. Dunn results normalized against NoPart for the 45 12-application
workloads.

IX. RELATED WORK

A large body of research has concentrated on addressing

contention within the LLC, proposing solutions of a very dif-

ferent nature. These proposals can be implemented in hardware

or software. In this section we review them, paying special

attention to those that make use of CAT. Additionally we also

review proposals that estimate cache interference and others

whose focus is also on fairness.

a) Online LLC management using CAT: Recent publi-

cations make use of Intel’s CAT technology to manage the

use of the LLC with different aims. Both Heracles [31] and

Dirigent [49] focus on maximizing utilization in large-scale

datacenters without affecting user-perceived latency in latency-

critical applications. To do so, they classify applications a
priori as batch or latency-critical, and use CAT to limit

the amount of cache resources that batch applications can

consume. Ginseng [15] focuses on cloud computing providers

that rent virtual machines, and uses a market-driven auction

system to partition the LLC into non-overlapping partitions

depending on how much each guest is willing to pay and how

that affects the rest.

b) Partitioning proposals that require hardware changes:
A mechanism for cache partitioning is way partitioning. An

example of a prototype multicore using this technique is

provided by Cook et al. [5]. There are different ways for

managing the number of ways for the different applications.

UCP [34] and ASM-Cache [41] use set sampling and duplicate

cache tags to gather information that is later used to partition

the cache. On the other hand, the proposal by Gupta and

Zhou [17] partitions the cache while increasing spatial locality

with aggressive prefetching.

Other proposals enforcing cache partitions at the way level

change the cache replacement algorithm. This is the case for

PriSM [32] which manages cache occupancy of different cores

by controlling their eviction probabilities. Similarly, Kahn et

al. [28] propose a modified replacement policy to dynamically

create two logical partitions, one for clean lines and another

for dirty lines, with different eviction probabilities. Futility

Scaling (FS) [44] is yet another replacement-based cache

partitioning scheme. Its goal is to precisely partition the cache

while still maintaining high associativity even with a large

number of partitions.

A different approach is used in Vantage [37] and Ubik [27].

Both employ ZCaches [36] to partition the cache. Vantage

optimizes partitions to gain performance, while Ubik ensures

QoS and improves the performance of batch applications.

Iyer [25] presents the CQoS cache management framework,

which provides prioritized service to multiple heterogeneous

threads sharing a cache structure. Chang and Sohi [3] select

multiple partitions and enforce them in a time-sharing manner

across multiple epochs within a stable program phase. They

propose a QoS metric that modulates the allocated cache space

for a given thread.

c) Software-based partitioning proposals: A significant

amount of work has been devoted to software-based cache

partitioning approaches. Most of it has been based on page-

coloring [40], [42], [47], [48], which is used to control where

application data is located in the cache. Some of them,

such as [30], perform application profiling at runtime and

choose the page coloring used. However the overhead of this

profiling can be high. Solari et al. [38] use page coloring, but

with the novelty of considering an LLC addressing scheme

similar to the one used by Intel Sandy Bridge processors. The

main disadvantage of page coloring is, however, that when

repartitioning occurs, memory pages need to be copied to new

locations, so is less versatile than a hardware-based mechanism

as the one used in this paper.

d) Interference analysis: Shared cache interference both

in CMPs and SMTs is a well-known problem that has been

studied by several authors. Eyerman et al. [7] and Du Bois et

al. [12] propose an approach to measure this interference by

duplicating a fraction of the shared LLC cache tags. Ebrahimi

et al. [9] propose to keep track of the lines evicted by the

different competing cores using a hash table to estimate inter-

ference and use this estimation to enforce fairness. Subramania

et al. [41] employ an approach similar to Eyerman et al. to

estimate application slowdown due to interference.
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e) Fairness: Most techniques aimed at achieving fair

overall system performance, which is the goal of this work,

are software-based and rely on OS scheduling [14], [45], [46].

Ebrahimi et al. [9] improve system fairness by dynamically

adapting the rate at which different cores inject requests

into the memory subsystem. Kim et al. [29] improve system

fairness by partitioning the shared L2 cache without requiring

any OS modification. However, their approach requires offline

profiling, which makes it impractical. The approach proposed

by Sharifi et al. [39] is based on changing the cache replace-

ment policy to focus on fairness among cores by penalizing

the core with the highest IPC in favor of the others.

X. CONCLUSIONS

Previous research on cache sharing has shown that par-

titioning approaches can be used to distribute cache ways

among the running applications with the aim of improving fair-

ness. These approaches have been evaluated using simulation

methodologies with much simplification over real machines.

Moreover, a critical issue to address fairness, which is the

need for estimating the slowdown of the running applications,

is performed in previous works using extra hardware, which

makes them impractical in existing processors.

This work presented a family of cache partitioning poli-

cies to address system fairness on commercial Intel pro-

cessors. All the devised policies employ application cluster-

ing to group applications into classes of service using the

STALL L2 PENDING event counter, which has been

proven in this work to be a good proxy for per-application

slowdown. Once the classes of service have been established,

each class is given a number of ways according to a simple

mathematical function. Experimental results show that for 8-

application workloads, the Dunn policy (i.e., the best perform-

ing one) reduces system unfairness by up to 80% (39% on

average) for 8-application workloads and by up to 45% (25%

on average) for 12-application workloads compared to a non-

partitioning approach without harming overall system perfor-

mance (STP) and even significantly improving per-application

performance (ANTT) for 12-application workloads.

Finally, we would like to remark that through this work we

have presented the proposed policies step-by-step, discussing

all the decisions taken on the intermediate phases that led us to

the most refined proposal, and showing how to take advantage

of the different capabilities of the CAT technology. Regarding

CAT from the fairness point of view, two main conclusions can

be drawn. First, in most of the evaluated workloads, using only

two classes of service during the whole execution time allows

achieving outstanding system fairness results. In other words,

counterintuitively, using additional classes of service does not

always result in further system fairness enhancements. Notice

that this observation contrasts with the current Intel trend,

which has increased the number of supported classes of service

from 4 to 16 in the latest Intel microprocessor generation.

Second, instead of using a large number of classes of service,

the key issue to deal with system fairness lies on the function

employed to assign cache ways to classes of service. We find

that an exponential distribution of cache ways is the one that

best improves system fairness.
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